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Overview:

• Understanding AI in Adjudications

• Overview of Federal Guidance for Agencies

• How VA is Using AI in Adjudications

• Small Group Discussion – Impact of AI on Teaching and 
Representation



Understanding AI in 
Adjudication



Computers in Adjudication
• Computers have been 

used in adjudication for 
decades.

• Adjudication is 
fundamentally information 
processing.

• Deciding cases is about 
gathering information and 
applying a set of rules to 
that information.



Automation vs. AI

• “Artificial intelligence” is qualitatively different than 
automation.

• Think rules vs. standards.

• Automation is using a computer to process rules.

• Does the veteran have wartime service?

• Apply the dates of service to the legal definitions of 
when wars began and ended.



AI and Fuzziness
• Artificial Intelligence covers many things but generally involves 

actions that traditionally require subjective judgment rather 
than the mere application of objective rules.

• Beneath the hood, AI is using unimaginably complex matrix 
algebra to generate and find statistical associations between 
huge amounts of information to guess at an output that best 
approximates the desired output based upon examples and 
defined target criteria.

• Chatbots are guessing—usually word by word—what output to 
provide based upon the analysis of billions or trillions of 
examples.



Machine Learning Mathematics
• Models are created by training on existing data to assign 

spatial coordinates to different values (like words).

• New data is analyzed using the values developed for the 
model to make predictions based upon proximity.
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AI Examples
• After sufficient training on an appropriate data set, AI can:

• Search a large body of information, locate relevant content, and 

provide a summary

• This replaces human review of evidence.

• Analyze images and provide an interpretation of what they represent.

• This replaces human interpretation of handwriting and photographs.

• Generate a decision based upon an analysis of evidence.

• This replaces human analysis of evidence and application of judgment based 

upon fuzzy standards.

• Review decisions drafted by humans and identify passages that have 

patterns indicative of analytical errors.

• This replaces human quality review.



Overview of Federal Guidance 
for Agencies 



AI Defined by Statute
In August of 2018, the National Defense Authorization Act provides Congress’ first definition of AI.

ARTIFICIAL INTELLIGENCE DEFINED.

(1) Any artificial system that performs tasks under varying and unpredictable circumstances without significant human 
oversight, or that can learn from experience and improve performance when exposed to data sets. 

(2) An artificial system developed in computer software, physical hardware, or other context that solves tasks requiring human-
like perception, cognition, planning, learning, communication, or physical action. 

(3) An artificial system designed to think or act like a human, including cognitive architectures and neural networks. 

(4) A set of techniques, including machine learning, that is designed to approximate a cognitive task. 

(5) An artificial system designed to act rationally, including an intelligent software agent or embodied robot that achieves 
goals using perception, planning, reasoning, learning, communicating, decision making, and acting.

JOHN S. MCCAIN NATIONAL DEFENSE AUTHORIZATION ACT FOR FISCAL YEAR 2019 (codified at 10 U.S.C. § 2358)



Congress Encourages Agencies To Use AI

Under this same statute, Congress directed agencies to use AI in order to advance performance and 

maximize data.

§9462. Veteran’s health initiative

(a) Purposes. The purposes of this section are to advance Department of Energy expertise in artificial intelligence and 

high-performance computing in order to improve health outcomes for veteran populations by—

 (2) maximizing the impact of the Department of Veterans Affairs’ health and genomics data housed at the National 

Laboratories, as well as data from other sources, on science, innovation, and health care outcomes through the use 

and advancement of artificial intelligence and high-performance computing capabilities of the Department;

 NATIONAL ARTIFICIAL INTELLIGENCE INITIATIVE – 15 U.S.C. § 9401 (January 1, 2021)



Congress Outlines the Role of AI

Congress directed the Executive Branch to give agencies some guidance regarding their use of AI. 

AI in Government Act of 2020 

• Aimed to ensure the use of AI in the federal government was effective, ethical, and accountable

• Created the AI Center of Excellence within the General Services Administration (GSA)

• Required the Office of Management and Budget (OMB) to issue a memorandum to federal agencies regarding:

•  the development of AI policies; 

• approaches for removing barriers to using AI technologies; 

• and best practices for identifying, assessing, and mitigating any discriminatory impact or bias and any unintended consequences 
of using AI. 

Pub. L. No. 116-260, div. U, title 1, § 104 (codified at 40 U.S.C. § 11301 note)



Congress Encourages Agencies To Use AI

Congress encouraged agency use of AI to “enhance the competitiveness of the United 
States” and “build on the strengths of the United States in innovation and entrepreneurialism.”

Advancing American AI Act

• Congress required the Secretary of Homeland Security to create an approval process for the procurement and use 
of AI systems. 

• Congress also required the Director of the OMB to 

• develop privacy and national security measures and guidance for agencies

• require that agencies disclose any current or planned future use of AI

• ensure the creation and maintenance of an online public directory in order to make agency AI use information 
available to the public 

Pub. L. No. 117-263, div. G, title LXXII, subtitle B, §§ 7224(a), 7224(d)(1)(B), and 7225 (codified at 40 U.S.C. 11301 note)



OMB Sends Agencies a Memorandum 

As directed to by the AI in Government Act of 2020 and the Advancing American AI Act, OMB sent a 

memorandum to agencies. 

March 28, 2024 OMB Memo M-24-10

• “establishes new agency requirements and guidance for AI governance, innovation, and risk management, 

including through specific minimum risk management practices for uses of AI that impact the rights and 

safety of the public.”

• required agencies to compile an active inventory of how they are using AI,  as well as identify, review, and meet risk 
management requirements for AI use cases deployed in sensitive contexts—designated as “safety and/or 
rights impacting” use cases.



Biden and Trump Issued Executive Orders

• EO 13859 – MAINTAINING AMERICAN LEADERSHIP IN ARTIFICIAL INTELLIGENCE (Feb 11, 2019) – Trump 

• EO 13960 – PROMOTING THE USE OF TRUSTWORTHY ARTIFICIAL INTELLIGENCE IN THE FEDERAL 
GOVERNMENT (December 3, 2020) – Trump 

• EO 14110 – SAFE, SECURE, AND TRUSTWORTHY DEVELOPMENT AND USE OF ARTIFICIAL INTELLIGENCE 
(October 30, 2023) – Biden (Revoked by Trump through EO 14179)

• EO 14179 – REMOVING BARRIERS TO AMERICAN LEADERSHIP IN ARTIFICIAL INTELLIGENCE (January 23, 
2025) - Trump



VA’s Use of AI

• Veterans Benefits Administration

• Determine when a medical exam or medical opinion is 

required

• Review claims files, military personnel files, and service 

treatment records

• Track claim processing 

• Detect fraudulent direct deposit requests

• Automate workflow 

• Veterans Health Administration 

• Assist with providing clinical diagnoses, treatment plans

• Conducting drug-addiction and suicide risk assessments

• Automate workflow in benefits claims processing 

Ways we have seen VA use AI:



VA’s Use of AI



How VA is Using AI in 
Adjudication



VA Programs

• Veterans Benefits Management System (VBMS)

• VBMS Core – An electronic claims file where documents are 

stored

• VBMS R – A suite of tools to help staff gather evidence and 

make decisions.

• Office of Automated Benefits Delivery

• Has been moving beyond automation to using AI in building 

tools.

• New chatbot generates answers to questions from rating staff.



VBMS 2.0 File Review
•Within a day of a claim being filed, AI will review 
the claim file and:
• (1) decides what benefit is being sought and what theory 

of entitlement claimed (if applicable)

• (2) automatically retrieve records from the military and VA 
hospitals
• AI scrubs VA records of entries deemed duplicative.

• (3) create and Automated Review Summary Document 
(ARSD)
• This is a PDF summary of the file.



Automated Review Summary Documents
• Here is a sample 

of a Veteran’s 
ARSD.

• The top of the 
screen contains 
basic info about a 
Veteran.

• The middle tells 
you exactly what 
happened with 
the automation.

• The bottom shows 
a table of 
contents. 



Automated Review Summary Documents

• The main document is divided into sections that identify (1) medical 
diagnoses, (2) DBQs, (3) “schedular evidence,” and (4) other 
evidence.



Evidence Summaries

• One of the terms in the medical records that AI thinks may 
be relevant to rating the severity of this condition is “Srrr.”

• Note that the summary provides dates for all the records, 
but the AI needs only 80% confidence in the accuracy of 
that date to display it without any notation that it could 
be wrong.



VBMS 2.0 Outcomes

•Automated review can lead to one of 
five states:
• (1) Stop after ARSD.
• (2) Designate a case for drafting an order for a 

medical opinion.
• (3) Draft a recommended order for a medical 

exam.
• (4) Designate a case as ready for decision.
• (5) Draft a recommended decision for approval.



Some Top Concerns
• Automation favors agency evidence that contains structured data.

• AI misunderstands pro se submissions that use legal terms 
inaccurately or imprecisely.

• AI summaries miss evidence that does not conform to expected 
patterns.

• AI summaries provide dates for evidence as definitive even when 
only 80% confident that the date is accurate.

• Links to relevant law in evidence summary may not reflect law 
applicable when claim was decided.

• AI misidentifies records in duplication analysis (in both ways).

• AI Chatbot may hallucinate laws and policies without transparency.



SMALL GROUP DISCUSSION
 

(but first, check-in questions)



DISCUSSION QUESTIONS

•How does the audience (AI) 
and broader rhetorical 
situation change?

•How should clinicians 
account for these changes in 
assessment and teaching?



Summary:

• Understanding how AI is used in agency decision-making

• Overview of Federal Regulations

• Impact of AI on teaching and representation



Thank you!
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